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Using Computers to Teach Behavior Analysis

Eliot Shimoff and A. Charles Catania
University of Maryland Baltimore County

When it is impractical to provide behavior analysis students with extensive laboratory experience
using real organisms, computers can provide effective demonstrations, simulations, and experiments.
Furthermore, such computer programs can establish contingency-shaped behavior even in lecture
classes, which usually are limited to establishing rule-governed behavior. We describe the devel-
opment of computerized shaping simulations and the development of software that teaches students
to discriminate among reinforcement schedules on the basis of cumulative records.
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Designing a course in behavior anal-
ysis often involves compromises be-
tween behavior-analytic principles and
practical considerations. For example,
experimental analyses of the differ-
ences between contingency-shaped and
rule-governed behavior suggest the im-
portance of doing experiments (rather
than simply reading about them), and
courses in behavior analysis ideally
should include laboratory experience
(e.g., Karp, 1995). But when circum-
stances (e.g., large class enrollments,
limited laboratory facilities) make such
arrangements impractical, computer
simulations and experiments can add
important behavioral dimensions to the
standard lecture format.

BEHAVIORAL CRITERIA FOR
SOFTWARE EVALUATION

Designing and evaluating computer
software should be an exercise in be-
havior analysis: Effective software re-
flects behavioral principles and incor-
porates appropriate contingencies to
maintain behavior of both the student
and the instructor. Evaluating software
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involves many criteria. Some decisions
rely on skilled judgment: How realistic
is a simulation of shaping? Sometimes
the evaluation is based on whether the
data are robust: Will every subject in
an experiment on the serial learning of
verbal material show a serial position
curve? In other instances, evaluation
requires empirical description and
analysis: How long does it take for stu-
dents to complete an activity, and is the
level of difficulty appropriate?

The only way to develop the most
effective software is through extensive
experimentation: Start with a prelimi-
nary version, see where students get
into trouble, then revise and retest.
Software that has undergone extensive
development is easy to recognize: Stu-
dents have no trouble using it because
the subtleties that were concerns for
the programmer have been made invis-
ible.

CONTINGENCIES FOR
STUDENT BEHAVIOR

Effective software necessarily pro-
vides effective contingencies for the
behavior of students: The programs are
typically easy to use, instructions are
clear and simple, and students learn
what the program was designed to
teach. Ease of use can only be assessed
by studying behavior. Without experi-
ments it is, for example, difficult to
predict how many students will be con-
fused by such apparently simple in-
structions as ‘‘use the arrow keys”
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when there are as many as 14 arrows
on the keyboard.

Does the program take into account
the student’s preexisting behavioral
repertoires? Lecturers who misjudge
their audience’s skills and abilities can
backtrack and elaborate; software must
have such elaborations built in.

Is the software interactive? Interac-
tivity simply refers to a relation be-
tween program flow and student re-
sponse. Programs should present ap-
propriate discriminative stimuli and re-
quire student responses to ensure that
their behavior is under the control of
the material being presented (i.e., does
the program ensure that the student
who completes the program has indeed
mastered the material?). Sometimes
this can be inherent in the program;
students can complete a simulation of
shaping only if they can shape the re-
sponse. If a computer program in-
volves an experiment with the data
summarized in tabular format, the stu-
dent can be asked questions about the
table (e.g., number of trials needed for
the subject to meet the criterion).

Additional constraints are imposed
by the accessibility of appropriate
computers (e.g., is multimedia hard-
ware required?) and availability of the
software (can the student use it at
home, or must it be used in the campus
computer center?).

CONTINGENCIES FOR
INSTRUCTOR BEHAVIOR

Software cannot affect student be-
havior if it is not adopted by instruc-
tors. Developers of software must
therefore minimize the response cost to
instructors of adopting software and in-
tegrating it into a course. One way of
minimizing some of these response
costs is by having software distributed
like other supplemental course material
(e.g., workbooks, laboratory manuals).

Another set of contingencies in-
volves integrating the students’ com-
pletion of programs into the structure
of a preexisting course. How does the
instructor know that a student has com-
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pleted a program? Even programs that
are intrinsically interesting must com-
pete with other activities, so assigning
computer activities with no contingen-
cies for completion is not likely to
maintain much student behavior. Effec-
tive academic software should make it
easy for the instructor to impose con-
tingencies for completing the pro-
grams.

In what follows, we provide exam-
ples of computer programs on two top-
ics in behavior analysis—shaping and
reinforcement schedules—that meet
the criteria outlined above (for reviews
of software packages that include these
programs, see Graf, this issue, Hyten,
1989, and Mulick, 1992).

SIMULATIONS OF
SHAPING

Among the most useful sets of activ-
ities for students in behavior analysis
are various simulations of shaping.
Presumably, this reflects the impor-
tance of shaping as a skill with impli-
cations in a variety of behavioral set-
tings, from the basic research labora-
tory to clinical interventions. We had
been using a classroom demonstration
of shaping (adapted from one original-
ly created by B. E Skinner; Catania,
1988, p. 476) that began with a rat
pressing a lever with relatively low
force. By gradually increasing the
force requirement, we shaped more and
more forceful presses, until the rat was
pressing with its full body weight. The
demonstration, which usually took
about 15 min, was impressive, and our
students often grunted in sympathy
with and offered verbal encouragement
to the rat. Still, they were primarily
passive observers. Giving each of the
hundred or more students a rat and ac-
cess to the apparatus would have been
ideal, but it was impractical. So we set
out to develop a computer simulation.

The simulation was based on a dis-
tribution of possible response forces,
with the mean of the distribution in-
creasing when a response from the
high end of the distribution was rein-
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forced and decreasing when one from
the low end was reinforced. The mag-
nitude of the shift in either direction
was proportional to the distance of the
reinforced response from the mean of
the distribution. In other words, rein-
forcing a response from the top end of
the distribution produced the biggest
increment in the distribution mean, and
reinforcing one from the bottom end
produced the biggest decrement. Re-
sponding began with a low distribution
mean, and the student’s objective was
to win the game by shaping a response
of at least 100 g (most students were
unfamiliar with such technical units as
Newtons). In our simulation, as in real
life, limits were imposed by satiation
(too many reinforcers and responding
stops) and by extinction or strain (too
many consecutive unreinforced re-
sponses or too small a proportion of
reinforced responses and responding
stops). If satiation or extinction inter-
vened before successful shaping, the
game was over. But win or lose, the
student always had the opportunity to
play again.

Several parameters must be set in
such a simulation: the variability and
initial mean of the response distribu-
tion, how much effect reinforcers have
on the distribution, and the criteria for
extinction and satiation. As outlined
below, these parameters evolved on the
basis of data collected from students.

The Shaping Game

The first of our shaping simulations
presented a number representing the
force of a response, and the student re-
inforced that response by typing R.
The student’s objective was to raise the
response force from an initial low level
of just a few grams to a terminal force
of 100 g. (Note that this differs from
the original classroom demonstration,
in which the experimenter set a thresh-
old force and then waited for a re-
sponse. In this simulation, the response
force was shown instead, and the ex-
perimenter had to decide whether or
not to reinforce it.) The simulation ran
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Responses: 21
Heintofrcer-s: 9

8.6 grams

Space Bar to_Reinfonrce
Q@ to Quit - P to Pause

Figure 1. Sample screen from the Shaping
Game. The rat has just pressed the lever with a
force of 8.6 g. Simple graphics were used to
enable the program to run on machines with
only minimal graphics capabilities.

on the campus mainframe computer,
and completion of the shaping simu-
lation became a required part of our
undergraduate course in learning. Ded-
icated real-time systems were not
available then, so students could take
their time in choosing whether or not
to reinforce a given response, and
when they sat at a terminal that printed
out responses they could even examine
prior sequences of reinforced and un-
reinforced responses. Only later, with
the advent of dedicated personal com-
puters (first the Apple II® and later
MS-DOS® compatible machines),
could the crucial realistic feature of
having to react quickly to ongoing be-
havior in real time be incorporated into
the simulation. At that point, program
development began in earnest, and we
added a modest graphics rat to the
bare-bones presentation of response
forces (see Figure 1).

One early refinement was to vary the
starting point of the simulation so that
students learned over several games
that the absolute values of the first few
responses did not predict the ease of
shaping. Another refinement was con-
verting response forces by a power
function that varied from game to
game, so that the effects of reinforcers
on force were not linear over the
course of a game (i.e., sometimes re-
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inforcers produced large changes early
in the game and small ones later, and
sometimes vice versa). This reduced
the likelihood that students would base
their decision to deliver a reinforcer on
specific numerical criteria (e.g., rein-
forcing any early response that exceeds
10 g). In addition, satiation and extinc-
tion criteria varied within a range from
game to game, so students would not
learn particular parameter values.

Over various revisions of the pro-
gram, data were collected from stu-
dents’ plays of the Shaping Game.
Evaluation included simple observa-
tions of students playing the game, dis-
cussions with players about the game,
and various statistical analyses. One of
the most useful analyses was a varia-
tion on signal detection analysis. Re-
inforcing a response in the upper half
of the distribution was treated as a hit,
whereas failing to reinforce it was
treated as a miss; similarly, reinforcing
a response in the lower half of the dis-
tribution was treated as a false alarm,
whereas failing to reinforce it was
treated as a correct rejection (Nevin,
1969). We found that proportions of
hits and correct rejections by individ-
ual students rose over successive plays
of the game. These measures allowed
us to track the improvement with
which students detected reinforceable
responses over successive games. Oth-
er parameters and program details were
revised and refined based on these and
other quantitative data. For example,
we took the number of games played
until first success as the most appro-
priate measure of game difficulty, and
the number of games played after stu-
dents completed the plays required for
the course as the most appropriate
measure of whether the game was fun
to play.

The game was eventually revised
into four levels of difficulty: easy, me-
dium, hard, and very hard. The levels
varied not only in the magnitude of the
effect of each reinforcer on the re-
sponse distribution but also in the strin-
gency of the satiation and extinction
limits. Students typically began with
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the easy version and moved up to more
difficult levels as their competence in-
creased (a few students began and suc-
ceeded at the medium or hard levels).
For this and for other shaping simula-
tions, we aimed for programs that
would establish successful shaping
skills for each student within half an
hour or less of computer time.

The shaping simulation had itself
become an instrument of shaping: It
shaped increasingly skilled shaping
performances by our students. We have
used the Shaping Game in both intro-
ductory courses and courses in learn-
ing, and most students win the easy
version within three or four tries. They
then become more sophisticated shap-
ers by moving to the more difficult ver-
sions. However, the very hard version
can be won only a small proportion of
the time, even when played by very
skilled students. Evidence that students
find this version of the game especially
challenging is that about 30% of the
students in our introductory psycholo-
gy classes go on to play and win the
hard version even though they are only
required to win the easy version.

The Threshold Game

Another simulation, the Threshold
Game, was later developed to more
closely match the contingencies in the
original classroom demonstration. The
player sets the minimum force that will
produce a reinforcer; the program then
generates a response from the distri-
bution and reinforces that response
only if it is above the threshold set by
the player. The program tells the player
whether the response was reinforced
but does not display its force, so the
player does not know whether the re-
sponse just barely exceeded the thresh-
old or exceeded it by a large amount.
Similarly, in the case of an unrein-
forced response, the player does not
know whether the response just missed
the threshold or was far below it. In the
Threshold Game, as in the Shaping
Game, the player can lose the game ei-
ther by raising the force threshold too
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much or too quickly, leading to strain
and extinction, or by raising it too
slowly, thereby leading to satiation
while still at a low force level.

The Threshold Game has the feel of
an actual demonstration, in which
moving the force up so quickly as to
produce pauses in lever pressing of just
2 or 3 min is tantamount to failure be-
cause it is difficult to maintain class in-
terest when the rat is no longer press-
ing. In the simulation as in the actual
demonstration, smaller increments in
the threshold requirement are neces-
sary as the target force is approached.
Students playing the game seem to re-
act to the simulated rat much as our
earlier students reacted to a real rat,
talking to it, making judgments about
its intelligence (or lack thereof), and
attributing to it many of the features of
real organisms. (Interestingly, such at-
tributions became even more accentu-
ated when we later changed the
Threshold Game to a simulation of a
weight-lifting primate.)

But there is more to shaping than
simply learning routines that may work
only in particular cases. For that rea-
son, we designed other simulations
with different interactive properties, so
that students would become sensitive
to current response distributions and
the effects of the reinforcers they de-
livered upon those distributions, rather
than merely learning specific rules that
might work only in specific instances
(e.g., in the standard Shaping Game,
students often learn limited and ulti-
mately ineffective rules such as “Only
reinforce a response if its force is high-
er than any one you have ever seen in
the past’).

Goal setting. One alternative version
of the Threshold Game requires the
player to increase the time a simulated
student spends studying (from an ini-
tial studying bout of approximately 10
min to a goal of 2 hr) by setting in-
creasingly higher goals. The underly-
ing mathematical model is essentially
the same as in the Threshold Game,
but with an important difference. When
shaping the force of a rat’s bar press,
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the player must start with fairly large
increases in the required force and then
slowly decrease the step size; but when
working with the simulated college
student, the player must take fairly
small steps in the beginning and re-
quire bigger steps towards the end. The
student learns that successful shaping
requires ‘“‘knowing your organism,”
and that the goal setting so widely used
in organizational settings is, in fact, an
analogue to shaping procedures. Per-
haps more significantly, the student’s
behavior is less likely to be superfi-
cially rule governed. We weighed the
potential ambiguity of the reinforcing
status of reaching a goal (goal setting
probably always involves rule-gov-
erned behavior) against the importance
of using a plausible shaping scenario
that required a shaping strategy incom-
patible with the one established in the
original Threshold Game.

Shaping and Response Distributions:
The Distribution Game

In the original classroom demonstra-
tion with a real rat, as well as in the
Threshold Game and goal-setting sim-
ulations described above, the experi-
menter sets the threshold and delivery
of the reinforcer is automatic whenever
the next response exceeds the thresh-
old. In most instances of shaping, how-
ever, the contingencies are much more
like the original Shaping Game, in
which the organism responds and the
experimenter must decide whether or
not to reinforce that response.

At this point, we decided that it
would be useful for students to know
a little about the theoretical basis of the
shaping model we had used. So we de-
veloped a simulation in which the stu-
dent shapes the location at which a
mouse pokes its nose up at the bottom
of the computer screen. The mouse
starts at the far left, and the shaper’s
task is to move it over to the far right.
This version differed from the original
Shaping Game in that reinforcers acted
on local response probabilities rather
than on the distribution mean.
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Figure 2. Sample early and late screens from the Distribution Game simulation of shaping, which
includes probability distributions of the locations at which a mouse pokes its nose. In the top screen,
the distribution has been shifted only slightly from its starting range on the left, and the mouse has
just popped up near the right end of the distribution. In the bottom screen, the distribution has been
moved most of the way across the screen by differential reinforcement (after 82 responses and 36
reinforcers), and the mouse has just popped up near the right end of the distribution. Just a few
more judiciously delivered reinforcers are needed to win this game.

The main innovation was that the re-
sponse distribution was made visible to
the player, in the form of bars above
the places where the mouse can appear,
with heights proportional to the prob-
ability that the mouse will appear
there. If the shaper reinforces a re-
sponse, probability increases at and
around that location; if a response oc-
curs without being reinforced, proba-
bility at and around that location de-

creases. (It did not seem possible to de-
sign an adequate simulation of shaping
without including the effects of non-
reinforcement as well as reinforcement
in the region of the distribution at
which the response occurred.) Sample
screens from one version of this sim-
ulation are shown in Figure 2.

In the Distribution Game, as in the
earlier simulations, satiation and ex-
tinction are built into the program. Un-
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reinforced responses and reinforcers
that occur late (thereby reinforcing
‘“‘other behavior’’) both reduce re-
sponse probability. Extinction occurs
when response probability has gone to
zero at all possible locations. In addi-
tion, a reinforcer delivered too late re-
duces relative probabilities across the
entire distribution, consistent with a re-
inforcer that follows behavior other
than the nose poke (i.e., behavior that
occurs elsewhere, and is therefore in-
compatible with nose poking).

Students who win this simulation are
well prepared for discussions of shap-
ing as an example of the selection of
behavior. They also learn that repeated
reinforcers at locations where response
probability is already high do not move
the distribution; instead, reinforcers
have the biggest effects on responses
of low probability at the extremes of
the distribution. In this game, in fact,
shaping is most efficient (in the sense
of producing the biggest changes with
the fewest reinforcers) when response
probabilities remain generally low, so
that outlying and relatively low-prob-
ability responses become relatively
more likely. It remains to be seen how
consistent this simulation is with actual
instances of shaping (e.g., Eckerman,
Hienz, Stern, & Kowlowitz, 1980; Gal-
bicka, Kautz, & Jagers, 1993).

Verbal shaping. While we were de-
veloping these shaping simulations,
our laboratory research on the shaping
of college students’ verbal behavior
(e.g., Matthews, Catania, & Shimoff,
1985) suggested another variant of the
Shaping Game. In this simulation, stu-
dents learn to shape positive self-ref-
erences by a depressed client who fre-
quently makes extremely pessimistic
statements (e.g., ‘“The world is infi-
nitely awful” or “Everything seems
loathsome’’) but occasionally utters
somewhat less pessimistic statements
(e.g., “Things are really pretty bad” or
“I feel rotten’’). The player’s job is to
judiciously reinforce increasingly more
positive statements to get the client to
exclaim eventually that ‘“Everything is
perfect.” The player reinforces a state-
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ment by pressing the space bar, and the
program then generates an accepting
therapist comment, such as ‘“Uh-huh”
or “Indeed!” or “I see.” The under-
lying algorithm for this simulation is
essentially the same as that for the Dis-
tribution Game. But judging the posi-
tiveness of verbalizations is more dif-
ficult than judging response force, so it
was necessary to relax the contingen-
cies on satiation and extinction (in ei-
ther case, when the game is lost the
client leaves for another therapist).

The program links groups of utter-
ances scaled to different levels of pes-
simism or optimism to different loca-
tions on the distribution, and selects
the successive utterances presented to
the player in proportion to response
probabilities in that distribution. The
program also occasionally presents ir-
relevant utterances (e.g., “My canary
is very thoughtless”). If irrelevant ut-
terances are reinforced, the distribution
of response probabilities is unaffected
but the reinforcer counts toward the sa-
tiation criterion. This shaping simula-
tion extends the concept of a response
continuum to a verbal dimension, and
the student who masters it is well pre-
pared for a discussion of Truax’s
(1966) analysis of Rogerian therapy as
verbal shaping.

Relevance

It is difficult to collect data on the
extent to which experience with shap-
ing simulations prepares students for
the shaping of the behavior of a real
organism more effectively than lec-
tures or texts. Even if the simulations
are shown to be superior, the outcome
might depend only on inadequacies of
the lectures or the text materials. Nev-
ertheless, on the basis of the perfor-
mances of undergraduates who have
moved into our laboratory after com-
pleting these simulations, we are will-
ing to assert that students who have
shaped the force of a simulated rat’s
lever press, the study time of a simu-
lated student, the weight lifting of a
simulated ape, the nose pokes of a sim-
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ulated rat, and the verbalizations of a
simulated depressed client know far
more about shaping than those who
have merely watched us shape the
force of a rat’s bar press in a class dem-
onstration and read and listened to us
lecture about the theoretical and prac-
tical aspects of shaping.

TEACHING ABOUT
REINFORCEMENT SCHEDULES

Teaching about reinforcement
schedules is often difficult; there is a
lot of material, and many subtle dis-
criminations must be learned. Because
the cumulative record is a common
tool for illustrating the effects of rein-
forcement schedules on behavior, we
decided our first task was to teach how
a cumulative recorder works. Lecturing
on the topic usually took a long time,
and students’ responses to quiz ques-
tions revealed that many failed to un-
derstand the relation between the slope
of the record and response rate.

Here again, we found that a careful-
ly designed computer program could
be very helpful. The evolution of these
programs was guided in part by an ex-
perimental analysis of verbal behavior
under the discriminative control of
schedule contingencies (Catania, Shi-
moff, & Matthews, 1989). The first
part of our program demonstrates the
relation between slope and response
rate by presenting a short segment of a
cumulative record on the computer
screen and requiring students to super-
impose records of their own respond-
ing on that sample by pressing the
space bar. The deviation of the stu-
dent’s match to the sample record de-
termines whether the student has to try
again or can move on to a new sample.
The eight sample records in this por-
tion of the program advance from rel-
atively steady responding at low, mod-
erate, and high rates to various pat-
terns, including acceleration, decelera-
tion, break-and-run responding, and
scallops.

Every student must master this por-
tion of the program before moving on
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Figure 3. Sample screens of simulated vari-
able-interval (top) and fixed-interval (bottom)
performances from the cumulative-record pro-

gram.
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to the next part, which is designed to
teach the student to discriminate
among the cumulative records charac-
teristically generated by four basic
schedules: fixed ratio, fixed interval,
variable ratio, and variable interval.
The student selects a schedule and its
parameter value and watches a cumu-
lative record generated by the comput-
er. (It is not necessary to let a student
sit for a full minute to see a scallop
emerge within a single 1-min fixed in-
terval. We learned early that we could
reduce complaints substantially by
generating the records at a speeded-up
rate rather than in real time.) Sample
fixed-interval and variable-interval
screens are shown in Figure 3. It is
worth noting that, unlike the idealized
records that appear in typical under-
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graduate texts, these records resemble
those in Ferster and Skinner (1957).

After seeing some sample records,
the student requests the record gener-
ated by an unknown schedule and se-
lects the relevant schedule name from
a multiple-choice list. The program
that generates these records was de-
signed to produce variability and to
display characteristic effects of sched-
ule parameters (e.g., successive fixed-
interval scallops vary in curvature,
fixed-ratio postreinforcement pauses
are a function of ratio size). Students
complete this portion of the program
by meeting a criterion of nine correct
identifications for the 10 most recent
records.

The third and final component of the
cumulative-record program teaches an-
other discrimination that is crucial to a
student’s understanding of schedules. If
the student’s own responses (presses on
the space bar) produce consequences
(pips on the student’s own record), can
the student identify the schedule con-
tingencies by which those pips are be-
ing delivered? Students can either se-
lect particular schedule contingencies
to see how they work or select an un-
known schedule and then attempt to
identify it from a multiple-choice list.
Early examples include only the four
basic schedules of the earlier compo-
nent of the program, but other contin-
gencies are added as students get more
proficient (including fixed-time and
variable-time schedules, differential-
reinforcement-of-low-rate schedules,
and avoidance). Our students are often
particularly impressed by what they
learn about how to distinguish vari-
able-ratio from variable-interval con-
tingencies, and their discrimination be-
tween fixed-interval and differential-
reinforcement-of-low-rate contingen-
cies is particularly helpful in preparing
them for lectures and discussions on
these topics.

Students who complete this program
learn how cumulative records work
and can discriminate among different
schedule performances as well as
among different schedule contingen-
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cies. Although students do not become
verbally sophisticated about schedules
solely on the basis of using these pro-
grams, they are more likely to answer
examination questions about schedules
accurately, and they understand sched-
ules in a very different way than stu-
dents whose experience with schedules
is purely intraverbal (e.g., those who
have merely learned statements such as
‘“fixed-interval schedules maintain
scallops™).

CONCLUSION

The first and most obvious audi-
ences for software that teaches behav-
ior analysis are students in courses in
learning and behavior analysis. But be-
havior analysis need not, indeed should
not, be restricted to courses in behavior
analysis. Academic software provides
a vehicle for subtly introducing prin-
ciples of behavior analysis into the in-
troductory psychology course. One
way instructors can do this is to have
introductory psychology students com-
plete some activities similar to those
provided to students in behavior anal-
ysis courses. For example, we routine-
ly have introductory psychology stu-
dents play simple versions of the Shap-
ing Game.

But a more pervasive aspect of be-
havior analysis permeates almost any
successful software package. As noted
earlier, effective software must be easy
to use without demanding substantial
class time. That more or less precludes
group experiments in which instructors
must collect data from many students
and present statistical analyses. Thus,
successful software will probably in-
volve experiments on individual organ-
isms (typically with the student as the
subject), one of the hallmarks of ex-
perimental design in behavior analysis.

Researchers in behavior analysis
have become sensitive to the difference
between rule-governed and contingen-
cy-shaped behavior (e.g., Shimoff,
Matthews, & Catania, 1986), and there
is much to be said for ensuring, as
much as possible, that behavior-analyt-
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ic skills be contingency shaped. Com-
puters can be important and effective
tools for establishing sophisticated be-
havior that appears to be contingency
shaped even in classes that do not pro-
vide real (unsimulated) laboratory ex-
perience.
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